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1. Introduction and Project Summary
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Introduction

GPS
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1.1 Project Description
1.1.1 Customer Needs

Need Statement 
The field of GNSS is quickly growing and evolving and the applications that GNSS is used for is 

quickly expanding.  The major global GNSS producers are working on improving their systems with 
increasing satellites for better coverage in a race to improve the performance of the systems to impact 
humanity is a positive way. Public access to the individual positioning performance of multiple 
constellations over time is not easily accessible in a human-readable format. An easy to access 
human-readable format is needed for monitoring the individual positioning performance of GGGB to track 
the reliability each system provides.
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1.1 Project Description

1.1.2 Goal Statement and Objectives
Goal Statement

Design and implement a system that monitors and displays the individual positioning performance of 
the GGGB constellations over Athens, Ohio in an easy to access human-readable format that is open to the 
public by the end of the 2018-2019 academic year. 

Objectives
● Develop a system to simultaneously collect data from each GGGB constellation individually
● Develop a server to host the collected data
● Develop a website to display the positioning performance of the constellations
● Write a user manual for future maintenance of the system that will include all source code
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1.1 Project Description
1.1.3 Final Deliverable

● An operational system that collects position data computed from each individual GGGB constellation
● Website capable of showing individual GNSS constellation position error over time
● System documentation and source code for ongoing maintenance and upkeep

○ All design documentation
○ All configuration information
○ All installation/deployment information
○ All software source code
○ Operations and maintenance documentation
○ Any other information required to replicate, install, and maintain the system

● Presentation and live demonstration at the Student Expo on April 11th, 2019
● Presentation and live demonstration for Final Design Review on April 23, 2019
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1.1 Project Description
1.1.4 Statement of Work

1. In order to design a GNSS system with an Antenna and Receiver(s), the team shall acquire and 
install both receiver(s) and an antenna, using the funds provided by the customer, in a manner 
that will ensure long term maintainability, ease of access, and proper functionality of the system.

2. The team shall install server hardware and test the server hardware performance to ensure that 
all performance requirements are met, as well as ensure the reliability of the system.

3. The team shall design software in order to process and display the individual position 
performance data of each of the GGGB constellations.

4. Once the software has been created, the team shall configure automatic file backups for 
collected GNSS data, ensuring the software can utilize the data to update the static page 
generator which will give the public access to the data and ensuring that all the performance 
requirements are met.
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1.1 Project Description

1.1.4 Statement of Work (cont.)
5. Once both the hardware and software have been implemented, the team shall test and debug 

both systems to ensure the integrity of the system.
6. In order to display the processed data, the team shall create a website that allows for users to 

view collected data in user friendly way. 
7. Documentation will be created in order to ensure the longevity of the system.
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1.2 Summary of System Requirements

1.2.1 Concept of Operation
In order to test the performance of different GNSS constellations, the precise location of the antenna 

needs to be surveyed to act as a base station. Once the location of the base station is known, a system can 
be developed to analyze the individual performance of these constellations. The antenna will receive 
signals from multiple constellations and the receiver will process the signals and output the signals into 
usable data format. The data will be stored in a database, and plots of the data will be generated. The plots 
will then be displayed on the web page, providing the easy to access human-readable format that is 
needed for monitoring the performance of these GNSS constellations



1.2 Summary of System Requirements
1.2.2 Functional Requirements
● Hardware:

○ Antenna must be mounted in an area with little-to-no obstructions nearby
○ The attenuation of the cable from the antenna to the receiver shall not drop the signal level 

below the threshold of the receiver
○ Receivers shall be connected to the server through USB cables
○ Server must be connected to the internet via Ethernet

● Software:
○ System shall provide a way to extract data via downloadable csv file from the website
○ System shall be capable of collecting data and plotting it without an internet connection
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1.2.3 Performance Requirements
● Hardware:

○ Amplifier shall be used to ensure signal strength is operating in the rated input sensitivity range 
of receiver as needed

○ All equipment being used outdoors shall be rated for outdoor use
○ The server shall have a processor capable of running all necessary software without consuming 

more than 75% of total processing capacity as measured by the system’s 15 minute load 
average

● Software:
○ System shall receive GNSS data at a minimum of once per 30 seconds
○ Data plots shall be updated at a minimum of once per day
○ Web server shall serve pages in under one second as tested via a loopback connection
○ Website shall display correctly in all major and modern desktop web browsers and operating 

systems

1.2 Summary of System Requirements
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1.2 Summary of System Requirements (cont.)
1.2.4 Operational Requirements
● Hardware

○ Server have a minimum of 4 GB of RAM
○ Server shall have enough storage for 20 years of data collection
○ Antenna shall be mounted in a location not affected by nearfield of other nearby antennas
○ Server shall be connected to an Uninterruptible Power Supply 

● Software
○ Server shall have a publicly accessible IPv4 IP address.
○ Server shall have a firewall that automatically bans IPs that fail to log in more than 3 consecutive 

failed attempts
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2. Final Design Summary
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2.1 Trade Studies Update/Summary

● Four U-Blox receivers were purchased
● NovAtel GPS-704-X antenna was provided by Dr. van Graas
● Loss of cable did not drop signal strength below receiver signal strength 

sensitivity, so no in-line amplifier was used. 
○  A pre-amplifier (JCA12-4189t) was used near the antenna to minimize noise.

● Cables were not studied due to existing cable runs and cable stock that was 
accessible for the group to utilize

○ Mounting materials were also available from Avionics

● Server was not trade studied due to having access to old server hardware.  
The hardware proved unreliable and had to be replaced.
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2.2 Final Design Technical Results
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2.2.1 Hardware
● CPU: AMD Ryzen 7 2700X
● RAM: CORSAIR Vengeance LPX 32GB (2 x 16GB)
● Motherboard: ASUS ROG STRIX B350-F AM4 Socket
● GPU: GIGABYTE GeForce GT710
● Cooling:

○ Noctua NH-D15 (CPU Heatsink + 2x 120mm fans)
○ GELID Solutions GC-Extreme Thermal Compound
○ Noctua NM-AM4 (NH-D15 Bracket)
○ Noctua NF-F12 PWM (Chassis Fans)

● Uninterruptible Power Supply: Cyberpower OR700LCDRM1U
● Server PSU: EVGA SuperNOVA 550



Server Rebuild Day
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Server Rebuild Day



Server installed in Server Room
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2.2 Final Design Technical Results

2.2.1 Hardware (cont.)
We chose to use the u-blox NEO-M8N receivers for this project.

● Supports reception of a single constellation (others do not)
● Small form-factor
● Affordable price ($180/receiver development kit)
● Professional grade receiver, used in many cars and consumer electronics
● Previously used for 2017 Senior Design “Surveillance Broadcast sUAS Payload 

for Low-Altitude Fleet Operations”
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Four Way L-Band Power Splitter:  ZA4PD-2-S+
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Four U-Blox Receivers
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U-blox stackable receiver bracket



2.2 Final Design Technical Results

2.2.1 Hardware (cont.)
We used the NovAtel GPS-704-X antenna for our project

● Previously installed on Stocker Roof, but was inside a failing fiberglass 
enclosure

● We built a new enclosure and remounted it on the catwalk
● Antenna is connected to a distribution amplifier and is shared between many 

Avionics Engineering Center labs
● Even though we only use the L1 signal, we wanted to have the highest quality 

signal possible
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Antenna Preamplifier: JCA12-4189T



Antenna: NovAtel GPS-704-X
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2.2 Final Design Technical Results

2.2.2 Software
● Quick stats:

○ Backend code (data collection, plotting) is approximately 10,000 lines of Python3 code
○ Frontend code (website) is approximately 2000 lines of PHP and HTML

● Languages used:
○ Python3 for all backend code
○ SQL used to calculate statistics
○ PHP for frontend code
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2.2.2 Software (cont.)
● Python3 libraries used

○ ‘matplotlib’ for plotting 
○ ‘schedule’ for the job scheduler core 
○ ‘pymysql’ to interact with database 
○ ‘numpy’ and ‘scipy’ for calculating statistics 
○ ‘configparser’ for custom configuration files 
○ ‘multiprocessing’ to parallelize plotting jobs 
○ ‘ubx’ and ‘pyserial’ for interfacing with receivers for data collection 
○ ‘pymap3d’ for coordinate transformations
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2.2.2 Software (cont.)
● Software used

○ MariaDB for data storage
○ ffmpeg to create 3D rotating scatterplots
○ Apache2 for web server
○ PHP for creating pages dynamically
○ Varnish as HTTP cache to reduce webserver load
○ Hitch used as a TLS termination proxy in front of varnish
○ nftables used as system firewall
○ Debian Linux used as operating system
○ Monitorix / rrdtool for server monitoring
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2.2 Final Design Technical Results

2.2.3 Design Algorithms and Formulas
● Lat-Lon-Height (MSL) to East-North-Up (ENU) 

requires going LLH->ECEF->ENU
● ENU is a local reference frame. In our system, our 

antenna is defined as 0,0,0 ENU. Any deviations 
from the origin are position errors.

● These deviations are caused by error sources such 
as tropospheric delay, ionospheric delay, receiver 
noise, orbit errors, and multipath.
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2.2 Final Design Technical Results
2.2.4 Getting Started Guide 
● This guide was created to help first time users understand the heatmaps and 

graphs used to display the data
● This guide also shows in detail how users can download the data to be used 

for their own purposes.
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2.2 Final Design Technical Results

2.2.5 Operational Design
● Affordability

○ Supplies on hand saved cost
○ Material Cost, including unexpected costs of rebuilding server

● Usability
○ Beginners guide to website
○ Background on GNSS to help
○ Website inspired by similar online data services

● Manufacturability
○ N/A : All OEM parts and provides a service
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2.3 Utilization of Engineering Standards
● IPC-620 - Wire Harness Standard (Quality and bend radius of wiring , etc)
● GPS Interface Specification Document:  IS-GPS-200J
● GLONASS Interface Control Document
● Galileo Open Service Signal In Space Interface Control Document 
● BeiDou Navigation Satellite System Signal In Space Interface Control 

Document
● Standard Coaxial Cable
● Standard NMEA-0183
● MIL-STD-348 Rev. B for Coaxial Connectors

○ SMA, N-Type,  BNC, etc.
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3. Verification and Test Results
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3.1 System Level Test Matrix

● Test receivers with an antenna and coax run that is known to be functional
● Test coax run that is to be used for antenna to receiver connection for 

continuity and loss
● Test the growth rate of the database to ensure the storage that was chosen is 

sufficient for 20 years of data
● Test job scheduler for load management and apply adjustments to ensure the 

server hardware is not overloaded
● Test memory to ensure no memory leaks and system stability at memory level
● Test startup script for proper automatic start sequence upon a hard reset
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3.2 Summary of Test Results

Receivers
● Testing the receivers on antenna that was already established to be working 

properly, allowing for the team to become familiar with the U-Blox receiver and 
the types of messages that the receiver sends

○ Confirmed functionality of receivers
○ Confirmed the receiver could receive signals from each constellation
○ Confirmed the receiver could provide a solution of one constellation independent of the other 

constellations
○ Provided insight into how the receivers should operate under normal conditions
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3.2 Summary of Test Results

Coax
● Due to lack of signal generator for dB loss test of cable, alternative methods 

were used.  A DMM was used to check for a short in the line. 
○ Continuity testing checks for shorts or improper impedance
○ Cable contained no shorts
○ Cable impedance read ≃∞ and thus indicated a partial connection.  Inspection revealed a 

corroded connection
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3.2 Summary of Test Results

System Load and Memory Usage
● System is now stable with peak system load (1, 10, 

15 min averages) <= 60% of CPU capacity.

● Memory leaks were traced down and resolved, 
and system typically uses ~6GB RAM continuously.

● This will grow slowly over time - the motherboard 
can be upgraded to 64GB later.
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3.2 Summary of Test Results

Database
● Database is growing at 

expected rate (~20MB/day), 
rate, which would allow for 100+ 
years of data collection

● Database server is able to 
handle current load and 
forecasted load for next 20 
years.
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3.2 Summary of Test Results

Website Uptime

● UptimeRobot.com monitors 
website 24/7 and continuously 
tests response time and record 
outages.

● Over last 30 days, website has 
had an uptime of 99.86%. 

● Note: UptimeRobot response time is 
unusually high due to poor peering 
between UR servers and OU network.
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3.3 Conclusions

● The hardware and software of the project have been tested and verified to 
meet the functional, performance, and operational requirements of the 
proposal 
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4. Programmatic Summary
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● The $500 budget from EECS was used to purchase some of the server 
hardware, as well as some small items such as coax adapters.

● The receivers and the majority of the server hardware was purchased by Dr. 
Braasch using his research funds (RI-PI funding).

● Total Funds used for project: 
○ EECS Funding: Spent $499.86 / $500.00 (99.97%). 
○ Dr. Braasch RI-PI funding: Spent $1,888.81
○ Total: $2,388.67
○ Original estimate from project proposal: $3,575.00

4.1 Budget
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4.3 Personnel Time
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Team Member Total Hours

Kevin 700+ hours

Zac 450 hours

Jon 450 hours

Hunter 450 hours



4.4 Intellectual Property

● All data products (raw data, computed statistics, plot images) are available for 
download and usage according to Creative Commons CC BY 4.0.

● CC BY 4.0 allows for anyone to share the data products, as well as remix them 
for any purpose, including commercial purposes under the following terms: the 
licensee must give appropriate credit, provide a link to the license, and 
indicate if any changes were made to the data products. Additionally, the 
licensee must not apply legal or technological measures that restrict others 
from doing anything that the CC BY 4.0 license permits.

46



4.5 Differences between planned and finished 
product

● Data export: Rather than pre-generating downloadable chunks, .CSVs are 
created on-demand.

● NMEA did not have suitable precision for our application, we had to switch to 
the proprietary UBX protocol.

● Server upgrade was necessary to support new features and ensure system 
capacity for years to come.
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5. Overall Conclusions and
Recommendations
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5.1 Summary of how well the project met 
specifications and expectations

● The project met all specifications
● The project exceeded expectations as many “wishlist” items were also 

completed
○ Automated notifications sent via email in the event of errors
○ Historical data viewer
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5.2 Percentage of Completion
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Functionality Performance Operation

Data Plotting 100% 100% 100%

Job Scheduler 100% 100% 100%

Data Collection 100% 100% 100%

Website 100% 100% 100%

Management Systems 95% 100% 100%



1. Better receivers / Redesign data collection
2. Establish another monitoring location -- preferably 100s of miles away
3. Optimize database operations as needed
4. Improve website design, perform UX/UI studies
5. New server with real server hardware, redundant PSUs, etc.
6. Future iterations should be a team of CpEs or CS students

5.3 - Recommendations for future work
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5.4 Lessons Learned

● u-blox’s UBX protocol is very difficult to interface with
● The survey proved to be much more complicated than expected
● Bugtracker / feature tracker spreadsheet was extremely helpful for tracking items
● Set up monitoring systems early to help catch bugs (memory leaks, runaway 

processes)
● Measure once, cut twice…
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Software Bugtracker / Feature Tracker
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6. Demonstration of Project
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Website is online and is publicly accessible:

https://gnssperformancemonitor.com/ 

Please go check it out, browse around, give us feedback!

https://gnssperformancemonitor.com/


7. Questions

Thanks to our stakeholders for helping drive the project forward

Dr. Braasch
Daniel Allwine
Jason Wright

Tianyi Cai
Ohio University Russ College of Engineering

Ohio University - Avionics Engineering Center 
GNSS Team EECS Senior Design

The international Positioning, Navigation, and Timing community
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Roof Diagram



2.2 Final Design Technical Results

Data Collection software continuously monitors output of receiver and performs 
several sanity checks, including:
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● Drift rate and time delta 
between server time (NTP) and 
receiver time (constellation 
specific)

● Receiver oscillator drift
● Timing and frequency accuracy 

estimate
● Protocol specific checks (header 

integrity checks, etc)



2.2.4 Software Details (Job Scheduler)

● Job Scheduler is based on the open source ‘schedule’ module
● Modifications were made to add support for multiple concurrent jobs, an 

external configuration file, and job timeouts.
● Supports email notifications in case of failed or aborted job
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Stocker Roof
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Signal Structures and Band Frequency for Constellation 
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Original Image Credit: http://insidegnss.com/something-old-something-new/ Modified by KMC

http://insidegnss.com/something-old-something-new/


Stocker Attic Coax Conduit and Demarcation Point
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